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Abstract

Stereo matching in foggy scenes is challenging as the
scattering effect of fog blurs the image and makes the
matching ambiguous. Prior methods deem the fog as noise
and discard it before matching. Different from them, we
propose to explore depth hints from fog and improve stereo
matching via these hints. The exploration of depth hints is
designed from the perspective of rendering. The rendering
is conducted by reversing the atmospheric scattering pro-
cess and removing the fog within a selected depth range.
The quality of the rendered image reflects the correctness of
the selected depth, as the closer it is to the real depth, the
clearer the rendered image is. We introduce a fog volume
representation to collect these depth hints from the fog. We
construct the fog volume by stacking images rendered with
depths computed from disparity candidates that are also
used to build the cost volume. We fuse the fog volume with
cost volume to rectify the ambiguous matching caused by
fog. Experiments show that our fog volume representation
significantly promotes the SOTA result on foggy scenes by
10% ∼ 30% while maintaining a comparable performance
in clear scenes.

1. Introduction
Stereo matching is a pixel-wise labeling task relying on

discriminative features to achieve accurate results. The dis-
criminative features can be well extracted by existing meth-
ods in clear scenes [3, 4, 7, 15, 16]. However, it is unavoid-
able to encounter foggy or foggy-like scenes in the real
world. The fog blurs the image and makes the features in-
discriminative for stereo matching. The ambiguous match-
ing result caused by fog restricts the application of stereo
matching.

Prior methods deem fog as a noise and discard it to im-
prove matching results [12,26,27,36]. Different from them,
we propose to take advantage of fog and explore depth hints
for stereo matching. The intuitive observation comes from
the fog rendering process. During rendering, fog is ac-
cumulated along the light path between objects and cam-
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Figure 1. The Visualization of depth hints from fog. (a) We reverse
the atmospheric scattering process by removing the fog among dif-
ferent depth ranges. Only the depth near the ground truth leads to
a clear image. We deem this observation as the depth hint. (b)
We further illustrate the distribution of rendered image quality in
depth. We measure the image quality via the structural similarity
(SSIM) metric. We find that the closer the depth candidate is to
the ground truth, the better the rendered image quality is.

era following the physical atmospheric scattering process
[24,34,38]. Different depths will lead to different brightness
and blur the image at different levels. So when we render
the image by reversing the atmospheric scattering process,
fog is removed within a selected depth range. As presented
in Fig. 1a, only the depth close to the real depth will lead
to a clear image. In other words, the quality of the rendered
image indicates the correctness of depth used in the render-
ing process, which is illustrated in Fig. 1b.

Based on the above observation, we introduce a fog vol-
ume representation to collect depth hints from the fog. The



fog volume is built along with the cost volume using the
same disparity candidates. When we sample a disparity can-
didate for the cost volume, we also validate its correctness
by the fog volume. The fog volume representation is con-
structed in three steps. We first learn the parameters of the
atmospheric scattering process from the left image, includ-
ing the global atmospheric light and the atmospheric atten-
uation coefficient. Then we render a series of left images
with atmospheric parameters and sampled disparity candi-
dates by reversing the atmospheric scattering process. Fi-
nally, the rendered images are stacked together to build our
fog volume. We use a 3D convolutional network on the fog
volume to learn to validate the sampled disparities.

Our fog volume provides great depth hints in foggy areas
where existing cost volume loses effectiveness due to image
degradation. The cost volume, instead, is more suitable in
good visible areas [3, 7, 11]. In order to take advantage of
both kinds of volumes, we fuse them through the volume
uncertainty. The volume uncertainty is computed from the
variance of two volumes along the disparity dimension.

We validate our method on both synthetic and natural
foggy scenes. Our method outperforms the state-of-the-
art approaches in foggy scenes by more than 10% while
keeping comparable performance in clear scenes. We test
the ability of our method in different depth ranges and fog
thicknesss to demonstrate the potential application of our
method in the real world.

2. Related Work
2.1. Stereo Matching

Stereo matching has been studied for decades to get an
accurate and dense matching result [21, 29, 37]. Traditional
methods [1, 15, 17, 33, 40] mainly use hand-crafted features
and rely on optimization/aggregation and refinement to ob-
tain accurate dense correspondence. In recent years, state-
of-the-art methods [3, 4, 7, 13, 16, 30, 39] mostly use deep
neural network to learn discriminative features and rely on
the 3D cost volume to rectify the matching result. Al-
though both traditional and deep-learning-based methods
have achieved significant improvement, their performance
is mainly promised in clear scenes. Their matching re-
sults are severely degraded when facing foggy or foggy-like
scenes.

2.2. Stereo Matching in Foggy Scenes

In order to solve the ambiguous matching problem
caused by fog, prior methods mainly regard the fog as noise
and discard it before stereo matching. They aim to remove
fog from images or learn a noise-robust model to compute
the disparity. The first approaches usually discard the fog
in left and right images using dehazing methods [26, 27] or
specifically-designed hardware [12, 36]. They believe clear

images could be obtained, and the left-right consistency in
image quality could be preserved after the restoration. The
second approaches focus on the design of optimization to
learn a noise-robust stereo matching model [28, 35]. These
methods assume that a noise-robust model could be learned
in synthetic data and fast adapt to the real world. However,
the above methods only take the fog as noise and miss the
beneficial depth hints from fog where nearby objects are
clearer than distant objects. Compared to them, some meth-
ods notice that fog can help stereo matching. They mainly
take advantage of fog in two kinds of approaches: feature
fusion and objective function. The first kind of approach
jointly conducts stereo matching and dehazing task, where
depth hints are assumed to be explored in the features learn-
ing process [19,31]. The other methods [2,25] integrate the
learning of atmospheric scattering parameters with stereo
matching as an additional constraint in the objective func-
tion of optimization.

In this paper, we present a new view to exploring depth
hints of fog. We find that through the reversed atmospheric
scattering process, we can check the quality of the rendered
image and verify the correctness of the disparity. Thus, our
fog volume representation collects these depth hints explic-
itly and facilitates the learning of disparity estimation.

2.3. Volumetric Fog Rendering

Foggy or foggy-like scenes are commonly rendered ac-
cording to the physical model of atmospheric scattering pro-
cess [6, 9, 38]. The scattering light from the fog particles is
accumulated along the light path when a 3D object is pro-
jected to an image plane, called volume ray marching. Re-
cently, neural volume based methods [18,20] have achieved
good performance in scattering media. They use the differ-
entiable ray marching algorithm to learn a renderable vol-
ume. In this paper, we build the fog volume representation
by reversing the atmospheric scattering process. It collects
depth hits from fog and fuses with cost volume to refine the
disparity estimation on blurred areas.

3. Method

As shown in Fig. 2, we extract the features from left
and right images taken with a calibrated camera. We es-
timate the atmospheric light L∞ and the attenuation coef-
ficient β from the left image. We then warp the extracted
features to build a cost volume based on the sampled dis-
parities {Di}i=N−1

i=0 . The disparities are also transformed
into depth {Zi}i=N−1

i=0 and used to render the image with
L∞ and β. We gather a set of rendered images and concate-
nate them to construct the fog volume. The fog volume is
later fused with cost volume to rectify the matching results.
In the following content, we will focus on the presentation
of the fog volume construction, the fusion of cost volume
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Figure 2. The overview of our method. We extract the features from left and right images to build the cost volume via warping w⃝. We
predict the atmospheric light L∞ and attenuation coefficient β from the left image to render a series of images with different depth Zi.
The rendered images are concatenated along channel dimension and fused with cost volume for disparity estimation.

and fog volume, and the loss functions. For other specific
architectures, please refer to our supplemental materials.

3.1. Fog Volume Representation

As aforementioned, we find that the quality of rendered
images indicates the correctness of depth used in the ren-
dering process. Based on this observation, we propose a
fog volume representation to explore the depth hints of fog.
The fog volume is constructed by stacking a series of im-
ages rendered with different depths.

Rendering We render the image by reversing the
atmospheric scattering process. In foggy or foggy-like
scenes, the interaction of photons and particles in the trans-
porting media results in the atmospheric scattering effect
[24, 34, 38]. The atmospheric scattering effect causes the
attenuation of light reflected from objects and the accumu-
lation of environmental light. The attenuation and accumu-
lation jointly determine the degradation of image quality.

The attenuation T from an object to the camera is com-
monly measured by the Beer-Lambert-Bouguer law :

T (Zx) = e−
∫ Zx
0

β(z)dz, (1)

where Zx is the distance between the camera and the point
of object at pixel x, β(·) is the attenuation coefficient. The
attenuated light Lt projected at pixel x is then computed as

Lt(x) = L∞ ρ(x) T (Zx). (2)

L∞ is the atmospheric light, and ρ(x) is the reflectance of
pixel x on the object surface. The accumulation of envi-
ronmental light makes the brightness of the object increase

with the depth:

Lc(x) = L∞(1− T (Zx)), (3)

where Lc(x) is the accumulated light projected onto pixel x.
Then, the final intensity I captured by camera is formulated
as the sum of Lt and Lc:

I(x) = Lt(x) + Lc(x)

= J(x)T (Zx) + L∞(1− T (Zx)),
(4)

where J(x) = L∞ρ(x) represents the data in clear scene
and I(x) represents the data in foggy scene.

The Eq. (4) shows that the image degradation in the
foggy scene is related to the scene depth Z. We thus ren-
der images by reversing the atmospheric scattering process
with different depth candidates Zi

x to explore depth hints of
fog, where the closer the depth candidate is to the ground
truth, the better the rendered image quality is. This process
is formulated as

R(x, Zi
x) =

I(x)− L∞(1− T (Zi
x))

T (Zi
x)

. (5)

This process is a natural formulation of the reversed atmo-
spheric scattering process, but it is difficult to learn the ren-
dering of an image via this equation, as R(x, Zi

x) is changed
exponentially with the increase of Zi

x :

R(x, Zi
x) = e

∫ Zi
x

0 β(z)dzI(x)− L∞(e
∫ Zi

x
0 β(z)dz − 1). (6)

Once we select a large depth candidate, the gradient will
explode and the learning becomes instable. In order to



solve this problem, we conduct the learning in a logarith-
mic space:

R(x, Zi
x) = ln(|I(x)− L∞|) +

∫ Zi
x

0

β(z)dz. (7)

In the following content, the render image is computed via
Eq. (7) to build the fog volume representation.

Scattering Parameters Estimation As illustrated in
Eq. (7), we use two scattering parameters to render an im-
age, including the atmospheric light L∞ and the attenuation
coefficient β. Following prior methods [24, 34], we set L∞
and β as global parameters under the condition of one single
light source and a homogeneous transporting medium. We
learn the global parameters from the left image by a fully
convolutional network. The network contains a basic fea-
ture extraction module following two branches as shown in
Fig. 2. Each branch outputs the atmospheric light parameter
and the attenuation coefficient.

Disparity Candidates Sampling We sample dispar-
ity candidates to construct both cost volume and fog vol-
ume. Specifically, we use a network to predict the min-
imum disparity candidate Dmin

x and maximum disparity
candidate Dmax

x for each pixel following DeepPruner [7].
We then uniformly sample disparity candidates Di

x between
Dmin

x and Dmax
x in N times. After obtaining the disparity

candidates {Di
x}i=N−1

i=0 , we compute the depth candidates
{Zi

x}i=N−1
i=0 according to the epipolar geometry using the

focal length and the baseline of camera.
Rendered Images Gathering As we set L∞ and β as

global parameters, β becomes constant for different depth.
The Eq. (7) is updated as

R(x, Zi
x) = ln(|I(x)− L∞|+ ϵ) + βZi

x, (8)

where the ϵ is a constant for the numerical stability. We then
render a series of images with the sampled depths according
to Eq. (8) and construct the fog volume representation Vf by
stacking rendered images:

Vf (x, Z) = [R(x, Z0
x), R(x, Z1

x), · · · , R(x, ZN−1
x )], (9)

where [·] is the concatenation operation. As illustrated in
Fig. 2, the fog volume is subsequently input into a 3D con-
volution network to explore the depth hints of fog through
the quality change of rendered images.

3.2. Fusion

In foggy scenes, the cost volume works well among clear
areas where the discriminative feature can be easily learned,
but it becomes less effective in blurred areas. In these areas,
the fog volume provides depth hints of fog, where the qual-
ity of the rendered image can validate the disparity candi-
date. In order to take advantage of the two kinds of volume,

we fuse them together and guide the network to rely on cost
volume in clear areas and use the fog volume to rectify the
ambiguous matching in blurred areas.

Specifically, we use uncertainty to measure the confi-
dence of cost volume and fog volume in different areas. We
compute the variance σ of cost volume Vc and fog volume
Vf along disparity dimension as the uncertainty:

σ(x,Di) =

i=N−1∑
i=0

P (x,Di)(Di − µD)2,

µD =
1

N

i=N−1∑
i=0

Di,

(10)

where P (x,Di) is the probability volume of V :

P (x,Di) =
eV(x,Di)∑i=N−1

i=0 eV(x,Di)
, (11)

Then, the fusion of Vc and Vf is realized through

Ṽ(x,Di) = [σc(x,Di)Vc(x,Di), σf (x,Di)Vf (x,Di)].
(12)

As presented in Fig. 2, the fused volume Ṽ is subsequently
input into a 3D convolution network to jointly leverage the
beneficial information from both volumes for the disparity
estimation.

3.3. Loss Function

In the above sections, we estimate the scattering param-
eters L̃∞ and β̃ for the rendering of images and predict a
disparity map D̃ as the final output. This section introduces
the loss function we used to guide the learning of L∞, β
and D̃. The predicted disparity map D̃ is supervised by the
ground truth disparity map D using L1 loss:

L0 = L1(D, D̃). (13)

For L∞ and β, we use the reconstruction loss of clear image
in a supervised manner. We first obtain the rendered image
R̃ according to Eq. (8) with the predicted dense disparity
map D̃, and convert the left clear image J into logarithmic
space via

J ′(x) = ln(|J(x)− L∞|). (14)

We then use the J ′(x) to supervise the rendered image both
in RGB space and gray space by the L1 loss :

L1 = L1(R̃, J ′) + L1(R̃gray, J
′
gray). (15)

We also design an unsupervised learning strategy for L̃∞.
When Zx is large, L∞ is approximately equal to I(x). So
we compute the average intensity of pixels whose disparity
is smaller than 1.5 as the pseudo ground truth of L̄∞. L̄∞ is
then used to supervise the learning of L̃∞ with the L1 loss:

L2 = L1(L̄∞, L̃∞). (16)



Testing Metrics Stereo Joint Sequential OursPSMNet* [3] DeepPruner* [7] SDNet [32] SSMDNet [31] 4Kdehazing [41] + DeepPruner [7]

Clear EPE 0.99 0.98 - - 1.19 0.81
3px (%) 4.1 5.30 - - 6.2 4.5

Foggy EPE 1.27 3.77 2.68 2.23 1.49 1.04
3px (%) 8.1 14.10 26.43 9.71 10.30 7.2

Table 1. The comparison of algorithms on the SceneFlow dataset. We compare the results testing on clear data and foggy data. * represents
our re-implementation results.

Methods
KITTI 2015 KITTI 2012

Foggy Clear Foggy Clear
3px (%) EPE 3px (%) EPE 3px (%) EPE 3px (%) EPE

Stereo PSMNet* [3] 1.3 0.54 1.0 0.49 3.3 0.84 3.3 0.86
DeepPruner* [7] 3.7 0.88 8.8 1.66 4.3 0.94 5.0 1.09

Joint SDNet [32] 13.4 1.73 - - 11.0* 1.63* 10.7* 1.60*
SSMDNet [31] 10.8 1.23 - - 9.7* 1.55* 9.5* 1.53*

Sequential
4Kdehazing [41]
+ DeepPruner [7] 7.3 0.951 1.1 0.49 3.2 0.91 3.2 0.89

ours 1.2 0.51 1.1 0.47 2.7 0.77 2.7 0.78

Table 2. The comparison of algorithms on KITTI 2015 and 2012 datasets. * represents our re-implementation results.

The final loss is the sum of L0, L1 and L2 with weights γ0
and γ1:

L = γ0L0 + γ1(L1 + L2). (17)

4. Experiments
4.1. Datasets

Sceneflow Sceneflow [22] is a synthetic dataset, con-
taining more than 39000 stereo frames with a resolution of
960 × 540. It provides dense ground truth disparity ren-
dered from clear scenes. The dataset contains three scenar-
ios, where 35454 and 4370 image pairs are used for training
and testing, respectively.

KITTI 2012 & 2015 KITTI 2012 [10] and 2015
[23] are real-world datasets with an image resolution of
1240 × 376 and the sparse ground truth disparity collected
by Lidar. In KITTI 2012, there are 194 pairs of training im-
ages and 200 pairs of test images. In KITTI 2015, 200 pairs
of images are used for training and testing, respectively.

PixelAccurateDepth PixelAccurateDepth [11] is a
real-world dataset where four typical automotive outdoor
scenarios are built, including pedestrian zone, residential
area, construction area, and highway. There are 1,600 sam-
ples with a resolution of 1730 × 734 collected under con-
trolled weather (clear, rain, fog) and illumination (daytime,
night), where 17 visibility levels are separated in fog (20-
100m in 5m steps).

4.2. Implementation Details

We take DeepPruner [7] as a baseline and implement our
method upon it. Thus, our network has a similar archi-
tecture of feature extraction and cost aggregation as Deep-
Pruner. For more details, please refer to our supplemental

materials and code1.
Foggy Scene Synthesis We synthesize foggy images

with datasets collected in clear scenes, including Sceneflow,
KITTI 2012, and KITTI 2015. The foggy images are syn-
thesized in left and right views for training and testing. We
conduct the synthesis with Eq. (4) following previous meth-
ods [8,31] We use dense ground truth disparity maps for the
synthesis in the Sceneflow dataset. As for the KITTI 2012
& 2015 datasets only containing sparse ground truth, we use
LEAStereo [5] and their pre-trained model to generate the
pseudo dense disparity maps for the foggy data synthesis.

Training We train our model in two crop sizes, 256×
512 and 512×512, using Adam optimization with β1 = 0.9
and β2 = 0.999. During the training, we first normal-
ize the image into [0, 1] and then randomly synthesize the
foggy images with L∞ ∈ (0.7, 1) and β ∈ (0, 0.1) for all
datasets. The number ratio of clear data and foggy data is
set as 7 : 3. We use hyperparameter γ0 = 1.0, γ1 = 0.05 for
all datasets,. We train the model from scratch on the Scene-
flow dataset with 100 epochs and an initial learning rate of
0.001. We then use the model pre-trained in the Scene-
flow dataset and finetune it on the KITTI 2015 training
set for 1000 epochs with an initial learning rate of 0.0001.
As for the PixelAccurateDepth dataset, we use the model
pre-trained in the KITTI 2015 dataset. Following the train-
ing protocol of the PixelAccurateDepth dataset, we finetune
the pre-trained model on the training set of Gated2Depth
dataset [12] without any foggy image synthesis.

Evaluation We evaluate the performance of our
method in four kinds of settings, (a) training and testing
on Sceneflow dataset, (b) finetuning and testing on KITTI

1https://yaochengtang.github.io/FoggyStereo-
Stereo-Matching-with-Fog-Volume-Representation/

https://yaochengtang.github.io/FoggyStereo-Stereo-Matching-with-Fog-Volume-Representation/
https://yaochengtang.github.io/FoggyStereo-Stereo-Matching-with-Fog-Volume-Representation/


Method RMSE ↓ tRMSE ↓ MAE ↓ tMAE ↓ logRMSE ↓ SRD ↓ ARD ↓ SIlog ↓ δ1 (%) ↑ δ2 (%) ↑ δ3(%) ↑

Stereo
SGM [14] 1.90 1.40 0.96 0.86 0.14 0.27 8.12 13.32 90.74 98.44 99.50

PSMNet [3] 2.75 1.96 1.44 1.22 0.18 0.56 9.91 16.07 89.14 97.21 98.80
DeepPruner* [7] 1.81 1.37 0.80 0.70 0.12 0.21 5.52 11.78 93.57 98.08 99.50

Joint SDNet* [32] 1.89 1.53 1.03 0.94 0.13 0.26 7.94 12.87 92.52 98.22 99.57
SSMDNet* [31] 1.95 1.53 1.00 0.90 0.12 0.22 7.05 12.17 92.75 98.53 99.68

Sequential
4Kdehazing [41]
+ DeepPruner [7] 1.79 1.32 0.77 0.67 0.11 0.19 5.12 10.95 94.41 98.45 99.66

Lidar (int.) [11] 1.89 1.36 0.70 0.59 0.13 0.23 4.78 12.58 93.62 98.13 99.36
RGB+Lidar [11] 3.05 2.04 1.61 1.29 0.26 0.53 10.85 24.01 84.69 94.77 97.05

Ours 1.82 1.31 0.75 0.64 0.11 0.20 5.01 11.11 94.07 98.45 99.56

Table 3. The comparison of algorithms on the clear data of PixelAccurateDepth dataset. * represents our re-implementation results.

Method RMSE ↓ tRMSE ↓ MAE ↓ tMAE ↓ logRMSE ↓ SRD ↓ ARD ↓ SIlog ↓ δ1 (%) ↑ δ2 (%) ↑ δ3(%) ↑

Stereo
SGM [14] 3.00 1.81 1.56 1.20 0.21 1.00 14.02 20.75 84.34 94.91 97.22

PSMNet [3] 3.01 2.10 1.65 1.35 0.19 0.61 11.10 16.94 84.95 96.34 98.65
DeepPruner* [7] 2.61 1.75 1.30 1.00 0.16 0.40 8.10 15.16 87.24 95.61 98.92

Joint SDNet* [32] 2.63 1.88 1.48 1.22 0.18 0.47 10.67 16.86 85.83 95.70 98.50
SSMDNet* [31] 2.69 1.83 1.42 1.13 0.17 0.42 9.23 16.12 87.42 96.13 98.54

Sequential
4Kdehazing [41]
+ DeepPruner [7] 3.32 1.81 1.69 1.06 0.23 0.76 9.91 20.71 85.08 92.13 95.01

Lidar (int.) [11] 3.67 2.01 1.68 1.13 0.39 0.91 12.21 35.19 80.57 87.27 91.66
RGB+Lidar [11] 3.81 2.52 2.34 1.83 0.35 0.91 16.88 28.67 69.77 85.16 92.74

Ours 2.55 1.64 1.19 0.91 0.15 0.38 7.38 14.77 89.28 96.33 98.66
Ours (PixelAccurateDepth Clear) 1.74 1.20 0.80 0.61 0.10 0.22 4.50 9.04 93.14 97.42 99.72

Table 4. The comparison of algorithms on the foggy data of PixelAccurateDepth dataset. * represents our re-implementation results.

2015, (c) finetuning on KITTI 2015 and testing on KITTI
2012, d) finetuning on Gated2Depth dataset and testing on
PixelAccurateDepth dataset. In each testing stage, we eval-
uate the results in clear scenes and foggy scenes respec-
tively, without any domain adaptation or post-processing.
We use the End-Point-Error (EPE) and 3-pixel (3px) er-
ror rate as evaluation metrics in the first three settings. In
the last setting, we follow the metrics used in PixelAc-
curateDepth [11], including the root mean squared error
(RMSE), the root mean squared thresholded error (tRMSE),
the mean absolute error (MAE), the mean absolute thresh-
olded error (tMAE), the root mean squared logarithmic er-
ror (tRMSE), the root mean squared logarithmic error (lo-
gRMSE), the squared relative distance (SRD), the abso-
lute relative distance (ARD), the scale invariant logarith-
mic error (SIlog), and the threshold metric δi < 1.25i for
i ∈ {1, 2, 3}.

Compared SOTA Methods We mainly compare to
three kinds of methods, stereo matching designed for clear
scenes [3, 7], jointly learning stereo matching and dehaz-
ing [31,32], sequential learning dehazing and stereo match-
ing [41]. We use ‘Stereo’ to represent the first kind of meth-
ods, ‘Joint’ to represent the second kind of methods, and
‘Sequential’ to represent the last kind. It should be noted
that we implement 4Kdehazing [41] + DeepPruner [7] for a
fair comparison in the ‘Sequential’ method.

4.3. Benchmark Performance

Sceneflow As shown in Tab. 1, our method achieve at
least 20% improvement on EPE in foggy scenes when com-

G
ro

un
d

Tr
ut

h

Fo
gg

y 
Im

ag
e

Fu
se

d
V

ol
um

e
Co

st
V

ol
um

e
Fo

g
V

ol
um

e

GT Fused 
Volume

GT Cost
Volume

Fog
Volume

GT

Figure 3. The visualization of three kinds of volume. The ground
truth disparity map and corresponding foggy image are presented
on the top. In the foggy image, red points illustrate areas where the
results of fused volume are the best while the results of fog volume
are better than that of cost volume. The disparity map computed
from each volume is presented on the left row. The corresponding
probability distribution of disparity candidates at the circled area
is presented on the right side, where the ground truth and final
predictions are illustrated via the vertical line in a different color.

pared to ‘Stereo’, ‘Joint’, and ‘Sequential’ methods. Fur-
thermore, we keep the good performance in clear scenes
while the ‘sequential’ approach’s performance has obvi-
ously decreased. We also find that PSMNet is much bet-
ter than DeepPruner in foggy scenes. The reason is that
DeepPruner uses PatchMatch in the first disparity candi-
dates generation, which is less powerful and robust than the
full cost volume used in PSMNet. Although using the same
disparity candidate sampling method, our method achieves



Figure 4. The visualization of error rate (EPE) distribution over the
depth. The EPE is computed after transforming the predicted and
ground-truth disparity into depth. ’OURS’ represents the distribu-
tion result of our method. ’JOINT’ represents the result of SSMD-
Net [31]. ’SEQ’ represents the result of 4Kdehazing [41] + Deep-
Pruner [7]. ’STEREO’ represents the result of DeepPruner [7].

almost 3 times improvement of accuracy with the fog vol-
ume compared to DeepPruner, which shows the power of
the fog volume representation in foggy scenes.

KITTI 2012 & 2015 We use KITTI 2012 & 2015 with
synthetic fog to validate our method in the real world. As
shown in Tab. 2, we achieve the best result in foggy scenes
and a comparable result in clear scenes. Similar to results on
Sceneflow, the performance of PSMNet is much better than
DeepPruner, which shows the learning stability problem in
mixed clear and foggy data. Instead, our method promotes
DeepPruner by 30% and achieves almost 10% improvement
over PSMNet in KITTI 2012, which shows the fog volume
representation can alleviate this problem to a large extent.
For more details about the learning stability, please refer to
the supplemental materials.

PixelAccurateDepth PixelAccurateDepth is a real-
world dataset with different visibility of foggy scenes. We
compare with SOTA methods on this dataset to illustrate the
generalization ability of our method in real foggy scenes.
As shown in Tab. 3, our method is almost the best except
for the ‘Sequential’ method. The better performance of ‘Se-
quential’ method in clear scenes is due to the finetuning in
the Gated2Depth dataset. We finetune 4Kdehazing + Deep-
Pruner end-to-end without any foggy data. In this situa-
tion, the 4Kdehazing gradually becomes a feature extraction
and improves the performance of DeepPruner. However, in
foggy scenes, the ‘Sequential’ method becomes worse than
DeepPruner, as shown in Tab. 4, while our method is the
best among all the methods. This phenomenon proves that
our method is able to preserve the knowledge learned from
prior data even after a long time of learning on a differ-
ent dataset. We also present the result of our method af-
ter finetuning with the clear data of the PixelAccurateDepth
dataset. As shown in Tab. 4, we further achieve a great im-
provement, which means our method using synthetic data
can generalize well to real foggy scenes.

Figure 5. The error rate (EPE) distribution over the fog thickness.
The fog thickness is defined as the attenuation coefficient β. The
distribution of four kinds of methods are presented in dashed lines.
The detailed EPE distribution of our method is presented with a
solid line for better visualization. ‘OURS’ represents the result
of our method. ‘JOINT’ represents the result of SSMDNet [31].
‘SEQ’ represents the result of 4Kdehazing [41] + DeepPruner [7].
‘STEREO’ represents the result of DeepPruner [7].

4.4. Ablation Study and Analysis

Influence of Fusion In order to validate the effective-
ness of fusion, we provide the visualization of the fog vol-
ume, cost volume, and fused volume. As shown in Fig. 3,
the fog volume outperforms the cost volume in the red ar-
eas. According to the probability distribution of disparity
candidates, the final disparity computed from the fused vol-
ume becomes closer to the ground truth. As for the quantity
comparison, our method using fusion is much better than
baseline DeepPruner as presented in Tab. 1∼Tab. 4.

Influence of Depth Range In order to show the ro-
bustness of our method in different depth ranges, we visu-
alize the EPE error rate distribution over the depth in both
clear and foggy scenes. As shown in Fig. 4, our method
achieves similar performance in clear and foggy scenes,
while other methods usually have very different curves in
the two scenes, especially in the case of greater depth.

Influence of Fog Thickness In order to show the ro-
bustness of our method under different fog thicknesses, we
define the thickness of fog as the attenuation coefficient β
and present the EPE error rate distribution in different β. As
shown in Fig. 5, our method achieves the best performance
in different β, while DeepPruner [7] get a worse result as the
fog thickness increases. We also find that our fog volume
representation works well mostly at or around the interval
β ∈ [0.05, 0.06]. As illustrated in Fig. 5, the performance
of our method firstly gets better and then becomes a little
worse. This change of performance is caused by the clip of
color value. Since the storage of the color value is generally
8bit, the value will be clipped, resulting in loss of informa-
tion, when the brightness of the fog accumulates too much.

Visualization We provide the visualization of the
depth map in the PixelAccurateDeth dataset to show the
ability of our fog volume on distant objects. As shown in
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Figure 6. The visualization of depth map on PixelAccurateDeth dataset with real foggy scenes.

Fig. 6, the Lidar (int) achieves great results in clear scenes
but loses effectiveness in foggy scenes. The deep learning
based methods are more robust than Lidar (int), while our
method is the best.

4.5. Limitations and Discussion

As shown in the above experiments, we have made great
progress in stereo matching in foggy scenes. However, our
method also has limitations, e.g., the assumption over atmo-
spheric parameters. We assume atmospheric parameters to
be global constant for the current stage. This assumption is
not fully applicable to scenes with inhomogeneous scatter-
ing median and multi-light sources. Besides, although we
only focus on foggy scenes in this paper, our idea can be
flexibly extended to other scattering media by adjusting the

physical model, such as haze, rain, water, e.t.c.

5. Conclusion
In this paper, we have proved that fog contains depth

hints beneficial for stereo matching in foggy scenes. We
presented the fog volume representation to collect these
depth hints. Our fog volume representation explored depth
hints of fog by reversing the atmospheric scattering process
and validated each disparity candidate used for the cost vol-
ume. By fusing our fog volume with the cost volume, the
explored depth hints can help the cost volume to rectify the
ambiguous matching caused by fog. Experiments proved
that our fog volume can stabilize the learning and improve
the disparity estimation in foggy scenes without sacrificing
the performance in clear scenes.
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